
Linux Plumbers Conference 2021
Contribution ID: 28 Type: not specified

Supporting ROCm with CRIU
CRIU can checkpoint and restore processes using standard kernel interfaces. However, out of the box, it
cannot support processes using device driver interfaces for devices like GPUs or compute accelerators.

CRIU already has a plugin architecture to support processes using device files. Using this architecture we
added a plugin for supporting CRIU with GPU compute applications running on the AMD ROCm software
stack. This requires new ioctls in the KFD kernel mode driver to save and restore hardware and kernel mode
driver state, such as memory mappings, VRAM contents, user mode queues, and signals. We also needed
a few new plugin hooks in CRIU itself to support remapping of device files and mmap offsets within them,
and finalizing GPU virtual memory mappings and resuming execution of the GPU after all VMAs have been
restored by the PIE code.

The result is the first real-world plugin and the first example of GPU support in CRIU.

We are going to present the architecture of our plugin, how it interacts with CRIU and our GPU driver during
the checkpoint and restore flow. We can also talk about some security considerations and initial test results
and performance stats.

Further reading: https://github.com/RadeonOpenCompute/criu/tree/criu-dev/plugins/amdgpu#readme
Our work-in-progress code: https://github.com/RadeonOpenCompute/criu/tree/amd-criu-dev-staging
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